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Abstract

We apply the Geophysical Fluid Dynamics Laboratory chemdinyate model (GFDL AM3

to assess the changes in atmospheric composition and tttedinm&te forcing resulting from
changes in short-lived pollutant emissions (ozone preayrsaffur dioxide, and carbonaceous
aerosols) and methane concentration from preindu$ti&f0) to present day (2000). The base
AMS3 simulation, driven with observed sea surface temperatutesea ice cover over the period
1981-2007, generally reproduces the observed mean magnitude,dipaiiaition, and seasonal
cycle of tropospheric ozone and carbon monaxide global mean aerosol optical depth in our
base simulation is within 5% of satellite measurements dve 1982-2006 time period. We
conduct a pair of simulations in which only the short-livediytaht emissions and methane
concentrations are changed from pre-industrial to pressgntegials (i.e., climate, greenhouse
gases, and ozone depleting substances held at preseletvdisy. From the pre-industrial to
present-day, we find that the short-lived pollutant emissioth methane changes increase the
tropospheric ozone burden by 39% and increases the diofmis of sulfate, black carbon and
organic carbon by factors of 3, 2.4 and 1.4, respectivetypospheric hydroxyl concentration
decreases by 7%howing that increases @H sinks (methane, carbon monoxide, non-methane
volatile organic compounds, and sulfur dioxide) over thé dasitury dominate over sources
(ozone and nitrogen oxides) in the model. Combined chandgespospheric ozone and aerosols
cause a net negative topthe-atmosphere radiative forcing perturbation (-1X08n2)
indicating that the negative forcing (direct plus indiyeéfrom aerosol changes dominates over
the positive forcing due to ozone increases, thus mgskearly half of the positive forcing

[Shindell et al., 201bfrom long-lived greenhouse gases glohally
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1. Introduction

Although long-lived greenhouse gases in the atmosphere arertingaghd contributors to
climate change, short-lived climate forcing agents inagdropospheric ozone, and sulfate and
carbonaceous aerosols have also contributed consideambhe radiative forcing of climate
since preindustrial times [Forster et al., 2007]. Contrglémissions of short-lived air pollutants
that cause warming, such as tropospheric ozone and bladnaetnsols, has been suggested as
a “fast-action” strategy for mitigating climate change [Hansen et al.,, 2000; Jackson, 2009;
Molina et al.,, 2009; Penner et al., 2010; Shindell et al., 2012a}eral studies have
demonstrated the importance of future evolution of shorttHisiemate forcers on the climate
system [Shindell et al., 2007, 2008; Levy et al., 2008, 2013; Menah,e2008; Liao et al.,
2009]. Significant progress has been made in quantifying ashacirey uncertainties in the
preindustrial to present day radiative forcing from indiindl short-lived climate forcers [Forster
et al., 2007; Koch et al., 2009; 2011]. However, the net adinmapact from preindustrial to
present day changés short-lived pollutant emissions remains quite uncertainonly because
of the uncertainties in their preindustrial emissionnestés and atmospheric burden, but also
because of their competing radiative effects. For el@mpcreases in tropospheric ozone
contribute to climate warming, while the direct impact oféases in black carbon is a warming
and that for increases in sulfate and organic carboa d¢soling of the Earth’s climate.
Additionally, aerosols affect the radiation budget indigeby interacting with clouds, resulting
in either a warming or cooling [Lohmann and Feichter, 2005; Foestar, 2007; Koch and Del
Genio, 2010; Mahowald et al., 201Dur goal here is to quantify the changes in atmospheric
composition and the net climate forcing from preindustagbresent day changes in short-lived

pollutants using a fully coupled chemistry-climate model
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Short-lived pollutants interact in many ways to influence #tmospheric chemical
compositionand the Earth’s radiation budget [Isaksen et al., 2009]. Changes in emissibns
tropospheric ozone precursors, including nitrogen oxidesy)(N€arbon monoxide (CQ)
methane CH,), and non-methane volatile organic compounds (NMVOCs)uentte the
abundance of tropospheric ozone and its radiativenipi@n climate. In addition, they affect the
oxidizing capacity of the atmosphere, thereby influencing therntie of CH,, itself a near-term
climate forcer and an ozone precursor [Fuglestvedt e1389; Wild et al., 2001; Fiore et al.,
2002; Naik et al., 2005; West et al., 2007]. Changes in the oxe\als (driven by changes in
O3 and its precursors) can also impact the atmospheric lhuidaerosols [Liao et al., 2003;
Unger et al., 2006; Bauer et al., 2007]. Changes in aerasdéis either induced by chemistry
or via direct controls on their (or their precursomigsions impact heterogeneous chemistry
modify the atmospheric radiation budget and alterualgroperties, influencing ozone
photochemistry [Martin et al., 2003; Bian et al., 2003; Lajyaret al., 2005avienon et al.,
2008; Unger et al., 2009] and the hydrological cycle [LohmanrFarchter 2005; Rosenfeld et
al., 2008]. Furthermore, anthropogenic emissions of shed-Ipollutants are strongly tied to
economic development and modulated by air pollution otmtiSpatially heterogeneous
emissions combined withon-linear chemical interactions result in strong spatiad temporal
gradients of short-lived climate forcers and, in t@mjnhomogeneous, highly uncertain climate

response.

The recent development of coupled chemistry-climate mddelsenabled simulations of
aerosol-ozone-climate interactions and feedhattks providing an improved understanding of
the role of short-lived climate forcers in the climaystem. For example, Liao et al. [2009]

applied a coupled global atmosphere-tropospheric cheraistosol model with a simplified
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ocean module to investigate the impact of future ozon@arakols on tropospheric composition
and climate, while Koch et al. [2011] studied the impachisforical changes in ozone and
aerosols using a fully coupled global ocean-atmospherasaeasbemistry modelAlthough the
models of Liao et al. [2009] and Koch et al. [2011] are mublaaced from those applied in
previous studies (e.g., Levy et al., [2008]), neither consttlaerosol indirect radiative effects
which could alter their estimatesiere, we improve upon earlier studies by applying the
Geophysical Fluid Dynamics Laboratory Atmospheric Modeligar8 (GFDL AM3), a fully
coupled chemistry-climate model that includes tropospheagesphere coupling and aerosol-
cloud interactions, to investigate the effects ofrsheed pollutants on climate. Specifically, we
assess the changes in atmospheric composition and pgaetimon climate resulting from a
change in short-lived pollutants (emissions @fp@ecursors, S§and carbonaceous aerosols and
CH,4 concentration) from preindustrial levels (1860) to present (@890). In section 2, we
describe the key features of the AM3 model and discussrtigsions and boundary conditions
implemented in the modelVe evaluate the results of a base simulation againsnaigns in
section 3. The impact of preindustrial to present day dived- pollutant emissions on
atmospheric composition and climate forcing is presentsddtion 4 Finally, overall results are

discussed and conclusions are drawn in section 5.

2. Model Description

The AM3 model, the atmospheric component of the GRdupled model (CM3)
[Donner et al., 2011; Griffies et al., 2011], is developed ftbenGFDL AM2 model [GFDL
Global Atmospheric Model Development Team, 2004, heregaMDTO04] and has been
applied recently to address key questions in chemistry4dinmaeractions [Fang et al., 2011;

Rasmussen et al.,, 201Rin et al.,, 2012] In addition to the dynamical and physical updates

5
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described by Donner etl. [2011] the primary new feature of the model is that it simedat
tropospheric and stratospheric chemistry interactiveljh(feed-back to atmospheric radiation)
over the full model domain. This unified representationtropospheric and stratospheric
chemistry in AM3 obviates prescribing the concentrationgh@&mical species important for
calculating radiation balance as previously done [GAMDTO4wbeth et al., 2006], thereby
removing inconsistencies between the model-generated noletgyp and the atmospheric
distributions of the forcing agent§he model uses a finite-volume dynamical core on a
horizontal domain consisting of, in its standard configoratx48x48 cubed-sphere grid with
the grid size varying from 163 km (at the 6 corners of tiiged sphere) to 231 km (near the
center of each face), a resolution denoted as C48. Theavelomain of the model extends from
the surface up to 0.01 hPa (86 km) with 48 vertical hybrid sigreasure levels. Chemical
species undergo transport (advection, vertical diffusioth convection) in accordance with the
AM3 model physics as described by Donner et al. [20Ad]additional key feature of the AM3
model physics is that it simulates aerosol-cloud icteras for liquid clouds [Ming and
Ramaswamy, 2009; Golaz et al., 2014t give rise to the “aerosol indirect effect” — aerosols
act as cloud condensation nuclei (CCN) thus increasing cliveda (first indirect effect) and
increasing cloud lifetime by suppressing precipitation (sedodulect effect), and absorbing
aerosols can lead to evaporation of clouds (semi-daféett) Below we describe in detail the

chemistry represented in AM3.

2.1. Chemistry
Tropospheric trace gas chemistry in AM3 is based owdifiad version of the chemical
scheme used in the Model for OZone and Related Tracesimweé (MOZART-2) [Horowitz et

al., 2003, 2007]1t includes reactions of NGHO,-O4-CO-CH, and other NMVOCs. Sulfate
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aerosols are produced chemically in the model via the tdlypled gas and aqueous phase
oxidation of SQ by OH, G and HO, and the gas-phase oxidation of dimethyl sulfide (DMS)
Organic carbonaceous aerosols are modeled as directle@mprimary organic aerosols (POA)
and secondary organic aerosols (SOA) formed by the oxidatianthropogenic NMVOCs. We
include seasonally-varying natural emissions of POA to représeiaierosols produced from the
rapid oxidation of biogenic terpenes on the baswork by Dentener et al. [2006]. In addition,
we include a seasonally-varying SOA source of 9.6 @gyr’ from the oxidation of
anthropogenic n-butane calculated offline from previous estisnof butane emissions and
monthly OH fields following Tie et al. [2005]. Black carbondaprimary organic carbon are
converted from hydrophobic to hydrophilic state with an difg time of 1.44 days that is
within the range of values previously applied in global moftédsakidou et al., 2005Nitrate
aerosols are simulated but do not impact radiatiorulzions in this version of the model.
Recent studies estimate that preindustrial to presentctlapges in nitrate aerosols have
contributed only slightly to the aerosol forcing on cliemalthough future reductions in sulfate
precursors combined with increases in the emissions of armmuay lead to a stronger role of
nitrate aerosols in the climate system [Bauer et al., 28@Mpuin et al., 2011] The size
distribution of sea salt and mineral dust aerosolepsesented by five size bins each, ranging

from 0.1 to 10 um (dry radius).

Representation of stratospheric chemistry is based erfottmulation of Austin and
Wilson [2010] that includes the important stratosphegdoSs cycles (Q HO,, NG, CIO,, and
BrO,), and heterogeneous reactions on sulfate aerosoldd(ligtnary solutions) and polar
stratospheric clouds (nitric acid trihydrate (NAT) and wate}- Heterogeneous reactions on

liquid ternary solutions are represented based on Carslalv [@995] and those on NAT polar
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stratospheric clouds are calculated as in Hanson and Nbauges [1988] The rates of change
of inorganic chlorine (G) and inorganic bromine (Br are parameterized as a function of
tropospheric concentrations of source gases (CFC11l, CFHZLI,CCCL, CH;CCk, and
HCFC22 for CJ, andCHsBr, Halon1211 and Halon1301 for Bfor computational efficiency to
avoid transporting additional tracers in the model (disliss detail by Austin et al., 2012)
Changes in stratospherics @nd water vapor feed-back to the atmospheric radjatiwreby

coupling the climate and chemistry.

The model simulates the atmospheric concentrations afh@rical species listed in
Table 1 throughout the model domain, of which 16 are akspsgies that are discussed in detall
elsewhere [Ginoux et al., in prep]. Here, we focushendhemistry of 81 species (of which 62
are transported) which undergo 183 gas-phase reactions andtdlyfihireactions in the model.
Kinetic reaction rates are based on JPL 2006 [Sander.,eRQ06] Clear-sky photolysis
frequencies are computed using a multivariate interpolaabte resulting from calculations
using the Tropospheric Ultraviolet and Visible radiatimodel version 4.4 [Madronich and
Flocke, 1998] Photolysis frequencies are adjusted for simulated oversigatbspheric ozone
column, surface albedo, and clouds, but do not accountinferleded aerosols. The chemical
system is solved numerically using a fully implicit Eulesckward method with Newton-
Raphson iteration, as in Horowitz et al. [2003]. Changéspospheric ozone and aerosols feed-

back to atmospheric radiation.

2.2. Deposition
Monthly mean dry-deposition velocities are included i thodel for gaseouss;0OCO,
CH,;, CHO, CHOOH, H0O,; NO, HNO; PAN, CHCOCH;, CH;COOOH, CHCHO,

CH;COCHO, NO and HNQ Except for Q and PAN, the deposition velocities are calculated

8
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offline using a resistande-series scheme [Wesley, 1989; Hess et al., 2000] as desbybed
Horowitz et al. [2003] Dry deposition velocities for are taken from Bey et al. [2001] and
those for PAN have been calculated interactively wiMi@ZART version 4 with updates to the
resistancen-series scheme as described by Emmons et al. [2AX0Urnal cycle is imposed on

the monthly mean deposition velocity fos @s in Horowitz et al. [2003]. Dry deposition of

aerosols includes gravitational settling and impaction asuhiace by turbulence.

Wet deposition of soluble gaseous species includel®ud and below-cloud scavenging
by large-scale (Is) and convective clouds (cv) and aralaied as first-order loss procesdes.
cloud scavenging of soluble gases (shown with an asteri$lable 1) is calculated using the
scheme of Giorgi and Chameides [1985]. Below cloud weteszang is only considered for
large-scale precipitation and is computted gases following Henry’s law as described in
Brasseur et al. [1998]. The total rate of wet deposition il\ynits of mixing ratio 3) for a

species is given by,

W=+ 1) - ¢

n

where, C (mixing ratio) is the local concentration of the ga%’" (s') is the in-cloud

scavenging coefficient for large-scale and convectiveipitation, andl’s (s%) is the below-
cloud scavenging coefficient for large-scale precipitatibime in-cloud scavenging coefficient

for soluble gases is,

k+1_ pk L pk+1 _ pk
[0S = 1 — o(=BD), g = Prain= Prain*Psnow~ Psnow

n Ap -9~ Xiiq

where, f is the scavenging factor or the fraction of gaerporated in cloud condensads

determined P the Henry’s law equilibrium [Donner et al., 2011], P _ P (kg m? s is the
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precipitation fluxgenerated in layer k, Ap (Pa) is the pressure thickness of the model layer k, g

(m s? is the gravitational acceleration, and Ylig (Zw) is the liquid water content

air mass(kg)
calculated by the large-scale and convective cloud paeazegions.In-cloud wet removal for
convective precipitation is computed only within the updpddimes and mesoscale anvils-
cloud scavenging is also considered for aerosols fallgwhe same scheme but with prescribed

values of scavenging factor (f) [Donner et al., 2011; Farad ,2011].

Below cloud scavenging of gases for large-scale precipt&ioomputed as

Ly = Kg(cg - Cg*)1

dwp
v

where,K, = Z—g [2 + 0.6V ( )\3/ (f)] (m s is the gas-phase mass transfer coefficigpand
g

Cg+ (Mixing ratio) are the concentrations of the speciegais-phase and at the surface of the rain
drop, respectively, the diffusive coefficieny B1.12e-5 rs?, the mean diameter of rain drop

= 1.89e-3 m, the rain drop terminal velocity w 7.48 m & and the kinematic viscosity of air v

= 6.18e-6 Ms™. Re-evaporation of falling precipitation (wheré"P— P* < 0) returns dissolved
species to the atmosphere as in Liu et al. [2001]. Beloudonvashout of aerosols for large-scale

precipitation is parameterized as by Fang et al. [2011] aatldl. [2008].

2.3. Emissions and Lower Boundary Conditions

Surface emissions of chemical species are from the nessiems dataset of Lamarque et
al. [2010], developed for chemistry-climate model simulatitorsthe Climate Model Inter-
comparison Project Phase 5 (CMIP5) in support of the daternmental Panel on Climate
Change (IPCC) Fifth Assessment Report (AR5). The invemmryides monthly mean gridded

emissions of reactive chemical species, including p@ecursors and aerosol species, at a

10
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horizontal resolution of 0.5° latitude x 0.5° longitude édachdecade beginning 1850 to 2000.
Emissions originating from anthropogenic sources (defineddiode energy use in stationary
and mobile sources, industrial processes, domestic andulagnat activities), open biomass
burning (includes burning of grasslands and forests), ships ardfaiare provided. Surface
anthropogenic emissions for the base year 2000 are genbyatejregating existing regional
and global emission inventories for 40 world regions and ttbrse(see Lamarque et al. 2010
for more details). Monthly emissions are given for smlrces; however there is no seasonal
variation in anthropogenic and ship emissions. Biomassrmemissions for the base year 2000
are from the GFED version 2 inventory [van der Werdlet2006] Since no information on the
vertical distribution of these emissions was providedhi original dataset, evfollowed the
recommendations of Dentener et al. [2006] to distributdih@ass burning emissions over six
ecosystem-dependent altitude levels between the surfad® kand Emissions from agricultural
waste burning and fuelwood burning, which are usually specified biitimass burning, are
included in anthropogenic residential sector emissions.

The inventory includes ship emissions from internatiomal domestic shipping and
fishing, which are based on a recent assessment by Eyrahg2009] As noted by Lamarque et
al. [2010], the spatial distribution of ship emissions da@saccount for dispersion, chemical
transformation and sub-grid scale loss processes, whighaad toan over-estimate of ozone
formation in global models. The inventory also includesraft emission®f nitrogen oxide and

black carbon based on calculations using the FAST modeldtaé, 2005] for the European

Quantify project|ittp://www.pa.op.dlr.de/quantify/ Emissions are provided at altitude levels

from about 0.3 km to 15 kmAs aircraft SO, emissions are not provided in the inventory, we
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calculate these by scaling the aircraft emissions ofbBGn emission ratio of 25 g%@ BC
[Henderson et al., 1999; Hendricks et al., 2004]

Estimates of emissions from natural sources, includiagtp] soils or oceans, are not
provided by Lamarque et al. [2010]. We, therefore, use naturssiems for all relevant gaseous
species, including isoprene, from the POET inventory (Precus$@dzone and their Effects in
the Troposphere) for present day (corresponding to year 2G0@jier et al., 2005; Emmons et
al., 2010] Natural emissions vary from montb-month, however they do not respond to
changes in climate, vegetation or land-use. Soil ®oms of NQ resulting from agricultural
activities are included in anthropogenic sector in the emissioventory of Lamarque et al.
[2010]. Natural soil NQemissions are set to the preindustrial value of 3.6 Tg Ngftowing
Yienger and Levy [1995] and are assumed to be constant inLigiening NO, emissions in the
model are calculated following Horowitz et al. [20083 a function of subgrid convection
parameterized in AM3 [Donner et al., 2011], resulting mean 1981-2000 total source of 4.5 £
0.2 Tg N (as NO) per year with diurnal, seasonal, andainteral variability based on the model
meteorology.

Direct emissions of POA from biological activity inetlocearfO’Dowd et al. 2004] as a
function of sea surface temperature and surface winds/ama with climate are also included.
DMS emissions are calculated using an empirical funabibprescribed fixed monthly mean
DMS concentration in sea water and wind speed at 10 msesh by Chin et al. [2002]. Dust
emissions are parameterized following Ginoux et al. [200&] sea salt particles are emitted
from the ocean according to Monahan et al. [1986]. Thugséoons of oceanic POA and DMS,

dust and sea-salt are dependent on the simulated metgoiokihhe model
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Global total emissions for years 1860 and 2000 are preseniieabie 2. Figure 1 shows
the global distribution of the absolute change in anmu@dn surface emissions of NO, CO,
NMVOCs, black carbon, organic carbon, @, from 1860 to 2000. Although, global mean
short-lived pollutant emissions increase from preindustoigbresent day (Table 2), emissions
for some species from several regions of the worldaawer in 2000 (Figure 1). For example,
emissions of black carbon and organic carbon from theedn@tates are lower in 2000

compared with 1860, driven by decreases in domestic fuel andhggoburning.

Globally uniform concentrations of well-mixed greenhouse ga&#4GHGS), including,
carbon dioxide (Cg), nitrous oxide(N.O), CH;, and ozone depleting substances (ODSs
including CFC-11, CFC-12, CFC-113, GCICHCl, CH;CCls, HCFC-22) are specified for

radiation calculations from the Representative Comedion Pathways database

http://www.iiasa.ac.at/web-apps/tnt/Rcppbdeveloped for climate model simulations for

CMIP5 in support of IPCC-AR5 [Meinshausen et al., 20Glpbal mean concentrations GH,4
and NO are specified at the surfaaslower boundary conditions for chemistry. Tropospheric
mixing ratios of halogen source gases are specified fopatemeterization of the stratospheric

source of Gland By,

2.4.Simulations

We perform a base simulation of AM3 for the period 1980-200¢etb with
interannually varying observed sea surface temperatures é8T9ea-ice cover (SIC) [Rayner
et al. 2003], following the Atmospheric Model IntercompamidProject (AMIP) configuration
This simulation was forced with time-varying annual mean WNBG&hd ODS concentrations,
and decadal averagshort-lived pollutant emissions (with emissions for 1980-20@0n fr

Lamarque et al. [2010] and post 2000 following the Represemt&oncentration Pathway
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(RCP 4.5 projection from Lamarque et al. [2QLwith interpolation for intermediate years
(Table 3) The simulation was run for 28 years with the firstrylea initial spin-up. We analyze
results from this simulation in Section 3 to evaludtie tapability of AM3 to simulate the

chemical composition of the atmosphere.

We perform two additional simulations of AM3 (Table 3) to stgate the impact of
changes in emissions of short-lived species from preindudiv present levels. These
simulations follow the configuration designed by the Atmosph@hemistry and Climate Model
Intercomparison Project (ACCMIP) [Shindell and Lamard@,1]. The “2000” simulation uses
prescribed climatological monthly mean SST and SICHerdecade 1995-2004 taken from one
ensemble member of the 5-member ensemble historicalagiomuof the GFDL coupled model
(GFDL CM3) conducted according to the CMIP5 specificationsupport of the IPCC-AR5
[John et al., 2012; Austin et al., 2012]. Concentrations MGMGs, includingCO,, CHa, N2O,
and ODSs, and emissions of short-lived pollutants (nonanetk® precursors and aerosols) are
set to their year 2000 values. THE60” simulation uses the same configuration, including the
SST and SIC boundary conditions and WMGHG concentratextept that short-lived pollutant
emissions are set to their 1860 values as shown in Tadtd Burface concentrations ©H,, a
key O; precursor [West et al. 2007], are set to their 1860 level (805)p@bl is held at its
present day value (1751 ppbv) for radiation calculations dth ihe 1860 and the 2000
simulation, hence any radiative flux changes betwbker2000 and 1860 simulations result from
forcing by Q and aerosols and not BH,. Since emissions of dust, sea-salt, DMS and oceanic
POA depend on simulated meteorology, small differencéein emissions between the present
day and preindustrial (Table 1) simulations contribute ta th&iden changes. Both simulations

were run for 11 years with one year for spin-up to ola@ood signal to noise ratio.
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306 We compare results from the 1860 and 2000 simulations in 8ektm assess the impact
307 of preindustrial to present day changes in short-lived potliamssions of an@€H, burden on
308 atmospheric composition and radiative forcing (only duehanges in @and aerosols)While
309 the configuration with prescribed climatological SST an@ & computationally efficient as
310 opposed to running the full coupled model, contrasting thieselations provide an estimate of
311 only the fast atmospheric responses but not the slow feesilibat involve ocean surface

312 temperature changes [Haywood et al., 2009].

313 3. Model Evaluation

314 We analyze mean results for the 1981-2000 time period frorbase simulation, unless
315 noted otherwise. The climate and dynamics simulated in tbidemintegration have been
316 evaluated in detail by Donner et al. [2011].

317

318 3.1. Ozone

319 An annual global tropospheric (defined as the atmosptienwin in which annual mean
320 Ogjconcentration is less than 150 ppby)kDrden of 360 Tg is simulated by AM3 (Table 4). The
321 photochemical production and destruction gfa®e simulated to be 5753 Vg* and 5019 Tg yr
322 ! respectively. Net photochemical production of 734 Tg iyr the troposphere exceeds the
323  stratospheric influx (diagnosed in AM3 as the net dynahflax) of 450 Tg yi*. Tropospheric
324 loss by dry deposition at the surface accounts for 120§rtgThe simulated tropospheric; O
325 lifetime, calculated as the ratio of;@urden and the total loss rate (photochemical loss plus
326 surface deposition) is 21.1 days. Our simulated tropospherimufden is within 10% of 335 +
327 10 Tg derived from observation-based dimatology [Wild, 2007]. A recent inter-comparison

328 of tropospheric ozone budget from 21 global models [Steveesal., 2006] estimates the mean

15



329 tropospheric ©@ production loss, dry deposition, stratospheric influx (inferred frdra thodels
330 as the residual of all other budget terms), and lifetimeet8110 + 606 Tgr™ 4668 + 727 Tg
331  yr’ 1003 + 200 Tg yf 552 + 168 Tg yr and 22.3 days, respectively, for present day conditions
332 (year 2000), where the range is the multi-model standardtaevidhe AM3 tropospheric £
333 budget terms are within the range of these numbers, W&hG production, loss and dry
334 deposition at the high end, while AM3 stratospheric fluatishe lower end of the multi-model
335 mean. The global budget of tropospheric ozone simulagedM3 is within the range of global
336 present day tropospheric ozone budgets from modeling stpogs2000 [Wu et al. 2007] but
337 the AM3 mean tropospherics@urden of 360 Tg is at the high end of the range (332 + 30fTg) o
338 the more recent Atmospheric Chemistry and Climate Madef¢omparison Project (ACCMIP)

339 [Young et al., 2012].

340 We evaluate the simulated seasonal cycle of ozonéhenlower stratosphere and
341 troposphere by comparison with ozonesonde measuremaudts lpetween 1995 and 2009. The
342 observations are taken from the climatology describedilbye$ et al. [2012] built on previous

343 work by Logan et al. [1999]. Since the observed data i4995-2009, we compare thas

344 simulation averaged over both 1981-2000 and 1995-2007 time perigiseR2). With the

345 exception of a few location&M3 simulated ozone concentrations are within 10-15 ppbv of the
346 observed values and reproduce the observed seasol@laymsistent with results from other
347 chemistry-climate models [Shindell et al., 2006; Lamarque et2@ll2] We also find little

348 difference in the AM3 @averaged over 1995-2007 versus the baseline time period of 1981-2000

349 and so we focus our evaluationthe 1995-2007 time period (shown in blue in Figure 2)

350 At northern high latitude sites (Alert and Resolute), Akproduces much of the

351 seasonal variation in {Jcorrelation coefficient r calculated using monthly raged observed
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and model data ranges between 0.8 and 0.9) for all vertiegdleThe model overestimates the
observed © concentrations by 9-13 ppbv in the lower (800 hPa) and middle (5@ hP
troposphere but underestimates observations by 40-50 ppbe upper troposphere (200 hPa).
This low bias at 200 hPa is consistent with the undereimialower stratospheric ozone at
northern high-latitudes attributed to a deficiency in mod®idport (Figure 7 in [Donner et al.,
2011]). At northern mid-latitudes (Hohenpeissenberg and Wallopad}ldhe observed seasonal
cycle is represented well at 800 and 200 hPa (r > 0.9) but isvéast at 500 hPa. AM3
overestimates 9concentrations at these sites by up to 12 ppbv with smadlsediin the mid
and upper troposphere. The comparison is similar at soutleenisphere tropical (Samoa) and
mid-latitude (Lauder) stations: AM3 represents thes@asonal cycle in the lower and upper
troposphere (r ~ 0.7-0.9), while misrepresenting it in thd troposphere (Figure 2). The
simulated @ concentrations are within 10 ppbv of the observationsiwiich of the southern
hemisphere, except AM3 overestimates by 67 pbbv) the observait 200 hPa over Lauder
The high bias in the upper troposphere over southern hitndizs reflects the overestimate of

the observed lower stratospherig €@ncentrations as indicated by Donner et al. [2011].

We compare the AM3 model zonal mean distribution @pdspheric @ concentrations
with those measured by the Tropospheric Emission Speeteor(TES) instrument aboard the
NASA-Aura satellite for the period 2005 to 2007 (Figure 3a). Wel@mihe newly released
TES version 5 [Herman et al. 2011] for this evaluation.oBefcalculating the differences
between the model and TES, the monthly mean AM3 ozonds fitor 2005-2007 were
interpolated to TES pressure levels, and TES averagimglkefAKs) and a priori matrix were
then applied to account for differences in vertical resmutand the influence of clouds

[Kulawik et al., 2006] Aghedo et al. [2011] show that applying the monthly mean AEKS and
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a priori profiles to monthly mean modeg @Produces negligible biases compared to convolving
the simulated @ with TES AKs each day at the overpass timee d that zonal-mean
distribution of AM3 ozone is within + 4 ppb (-5% to 1p%r much of the troposphere (surface
— 400 hPa) compared with TES observations (Figure 3a). Wesboly the comparison in the
troposphere (i.e. atmospheric domain whegedhcentration is less than 150 ppbv). In the upper
troposphere high latitudes, the bias in the AM3 model rainges4-20 ppbv. Note that TES has
an equally high bias in this region, due to decreased séysits found when TES ozone
measured in October 2004 to October 2006 were evaluated against odeseddtassar et al.,
2008; Herman et al.,, 2011]. These results are consisteinttét comparison of AM3 with

ozonesonde data discussed above

We further evaluate the AM3 simulated surface €@ncentrations by comparison with
data from surface observational networks in the United S{atlemn Air Status and Trends

Network — CASTNet http://www.epa.gov/castnet/), Europe (European Mamgorand

Evaluation Programme EMEP|http://www.nilu.no/projects/ccc/emepdata.hknaind published

data from a few rural sites in India [Naja and Lal, 2002aNsjal., 2003; Reddy et al., 2008}
measurements at CASTNet and EMEP sites, located in andhlremote areas with minimal
urban influence, are intended to represent backgrountev@ls [Tong and Mauzerall, 2006
Reidmiller et al., 2009; Henne et al., 2010], thus making themni fdesevaluating a global
model. We obtain climatological monthly means by aveigagiata over the total observational
record at each station: 198809 and 1987-2008 for CASTNet and EMEP, respectively. Based
on geographical and topographical characteristics, we dival&).S. and Europe into six regions
and average the data for sites that fall within eaciome@rable S1). Because of the limited

number of observations available from India, we comgdaartodel results with observations at
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each of the three individual sites. SurfacedDservations at Gadanki, Anantapur, and Mt. Abu
are for the period 1993-1996 [Naja and Lal, 2002], 2002-2003 [Reddy €08@8], and 1993-

2000 [Naja et al., 2003], respectively.

AM3 broadly reproduces the observed mean seasonal cyeteativthe regions of the
United States and Europe (r ~ 0.8-0.9) (Figures 4a-l). The mededduces the observed O
concentrations (biases within 3 ppbv) over high-altitude regia both the United States and
Europe (Figures 4c-I), an improvement over the underesitog chemical-transport models
found by Fiore et al. [2009]. At low-altitude sites, AM3 teta$ave a high bias compared with
observations. In particular, the model overestimabseiwed surface {zoncentrations by 15-20
ppbvin the northwest United States and the Mediterranean,ewhest sites are influenced by
maritime air masses resulting in loweg formation suggesting an inadequate representation of
chemistry and/or transport in the modellean Q@ concentrations biases are within 5 pbbv for
Indian sites, except bias exceeds 10 ppbv over Gadanki. Api8sents the observed seasonal
cycle over Anantapur and Gadanki (Figures 4n-0) but misrepie# over the high-altitude tM
Abu (Figure 4n). While the model simulates a seasonal cycle at Mt. Ahtuightypical of high
altitude sites with a spring time maximum due to downward trah$pon the free troposphere,
the observed maximumsQ@oncentration in late autumn and winter has beeibaitdd to the

influence of cleaner marine airmasses in spring [Nag. €2003].

3.2. Positive biases in the northern mid-latitudes may tete@ to a combination of factors
including emissions and excessive ozone production in thelmodeding underestimate
of aerosol reactive uptake of HQMao et al., 2013], treatment of isoprene nitrates
[Horowitz et al., 2007], underestimate of PAN dry depositionu[ét al., 2012], or

omission of halogen chemistry [Parrella et al., 20C2rtbon Monoxide

19



421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

Next, we evaluate AM3 simulated CO mixing ratios near théaseragainst observed
climatologies for 18 selected stations in the Nationala@woeand Atmospheric Administration
Environmental Science and Research Laboratory (NOAA ESBRdrpon Cycle Cooperative
Global Air Sampling Network [Novelli and Masarie, 2010]. Monthigan data over the period
1988-2009 has been used to creatdimatology for each station. AM3 is sampled at the grid
box and altitude level corresponding to each statiogu(ei 5). In general, higher CO
concentrations are observed in the northern hemisphanein the southern hemisphere because
of higher source strength in the northern hemisphere.s€hsonal cycle at northern high and
mid-latitudes is strongly a function of photochemistrythwieduced OH abundance and weak
vertical mixing resulting in accumulation of CO in thetertime and increased OH leadingato
significant decline in CO concentrations in summer. AM3 uesténates the seasonal variation
in CO at all the northern high and mid latitude sites consitidhere (Figuredaf). The
discrepancy is largest in late winter and spring when AMdigsed low by 30-50 ppbv
compared with the observations, similar to the multdetidiases discussed by Shindell et al.
[2006a] The negative biases could stem from high OH concentg(see section 3.3 for a
discussion of OH), the neglect of seasonaltityanthropogenic CO emissions [Shindell et al.,

2006a], or an underestimate of the total source of CO (dinelcindirect from VOCs) in AM3

Observations show lower CO concentrations in the tropas those at northern high
and mid-latitudes because of weaker emissions and more rapidllee observed seasonality in
the tropics is governed by both anthropogenic and biomassnly emissions, with biomass
burning emissions more important close to the equator anat isaiithern hemisphere tropics
[Novelli et al., 1998; Duncan et al., 2007]. AM3 underestimates geasonality and the

magnitude of CO observed at most sites in the northepicy (FiguresSh-k). The observed
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spring time peak CO at Mauna Loa and Mariana Islandsribuaetd primarily to transport of
pollution from Asia [Brasseur et al., 1996; Jaffe et al., 19913 does not capture the
springtime peak at these stations, indicating a possibldgm with model transport and/or the
magnitude of anthropogenic emissions from Adiariana Islands is also influenced by dry
season (spring) biomass burning in Southeast Asia [Jafi,et997], where springtime CO
concentrationan AM3 are lower than those observed, suggesting a probldém miomass
burning emissionsAM3 reproduces the observed spring maximum at Christmasdldbat
simulates a second peak in fall indicating a problem irtithieg of biomass burning emissions.
Weakness in the seasonal cycle of biomass burning emsssicAM3 is further highlighted by
the early peak (by three months) in simulated CO compaidd olservations at Ascension
Island, a site most sensitive to biomass burning in squthiica [Novelli et al., 1998]. AM3
captures fairly well the seasonal cycle at subtropites sh the Southern Hemisphere (Tutuila,
Easter Island) sites, but is biased low. In the soutlégh and mid latitudes where CO
concentrations are generally lower and the seasonalitgeiermined by a combination of
biomass burning emissions, oceanic emissions, and in-situ laydorcoxidation [Holloway et

al., 2000] AM3 reasonably reproduces the observed magnitude and seeaoagbn of CO.

We also compare zonal mean AM3 tropospheric CO corat@ris for 2005-2007 with
those observed by TES (Figure 3b) following the same psogkinterpolation and application
of TES operators (i.e. the TES averaging kernels anda pratrix) as discussed in Section 3.1.
The patterns of global TES CO distributions in theodsphere have been found to agree with
those from other satellites (e.g. MOPLTTuo et al., 2007a; Ho et al., 2009]). TES CO profiles
are also found to be within 10% of averageditu measurements [Luo et al., 2007b; Lopez et

al., 2008]. AM3 underestimates the observed CO abundance lwy 2(p gpbv in the northern
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467 extra-tropics throughout the troposphere, and by #10 ppbthén southern troposphere
468 Elsewhere, the biases are negligible (less than £5 ppln@se results are also consistent with

469 the comparison with surface CO measurements

470 3.3. Aerosols

471 Here, we evaluate AM3 simulated aerosol optical depth (AODnsg#iose retrieved
472  from satellite measurementSimulated AOD in our base run has been shown to be somewha
473 higher than ground-based sun-photometer measurementsttieoAErosol RObotic NETwork
474 (AERONET), particularly over polluted regions [Donner &t2011]. Figure 6 compares the
475 evolution of AOD retrieved from the advanced very higlokg®on radiometer (AVHRR) over
476 the ocean from 1982-2006 [Geogdzhayev et al., 2002; 2004] with values AM3. AM3
477 reproduces the enhancement, though with weaker amplitudeairA@D after the eruptions of
478 EIl Chichon (March 1982) and Mount Pinatubo (June 1991), followed by a sloveaks as
479 aerosols are removed from the atmosphere. The meamfoibe AM3 simulated global AOD
480 (tropospheric and stratospheric volcanic aerosols) vénsus\VHRR observations is -5% over
481 the 24 years with values ranging from -24% in 1982 to +12 20@%#. Over the 1996 to 2006
482 period, when the fraction of volcanic aerosols in abmosphere is minimal, the mean bias is
483 +2%. The good agreement at the global scale concealesban the regional scale as evident
484 from the comparison of regional distribution of AODrfrdAM3 and AVHRRR (bottom panel of
485 Figure 6) for the mean 1996-2006 period. AM3 overestimates ger\aa AOD in the northern
486 mid-latitude oceans and underestimates in the southern oceanalk®B8verestimates observed
487 AOD in the tropical and subtropical oceanic regions, @aerly those influenced by biomass
488 burning, likely resulting from errors in the biomass bognémissions implemented in the model.
489 Ginoux et al. [2006] have shown that in these regiondl dnas of simulated relative humidity
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introduces large errors in AOD, when relative humiditiniexcess of 90%. Detailed evaluation
of individual aerosol species concentrations againstuneaents is addressed by Ginoux et al.,

[in preparation].
3.4. Hydroxyl radical and CHy, lifetime

Hydroxyl radical (OH) determines the oxidizing capacity & #tmosphere, influencing
the lifetime of many short-lived gaseous species [Levy 197lje tropospheric OH
concentration strongly depends on the atmospheriodamnce of @ NOy, CO, hydrocarbons,
water vapor and the distribution of solar radiationmBry production of OH occurs when
electronically excited OD) atom, produced by the photolysis of, @Zombines with water
molecules [Levy 1971, Logan et al, 1981, Spivakovsky et 2000]. Therefore,OH
concentrations are highest in the tropical lower to midddposphere reflecting high levels of
water vapor and ultraviolet radiation. Reaction with @B, and NMVOCs, the dominant loss
process of OH, produces peroxy radicals {ldORQ) that can regenerate OH via reaction with
NO and Q [Crutzen, 1973]This secondary production of OH via radical recycling by gfays
a more important role at higher latitudes wheréDP(and water vapor are less abundant

[Spivakovsky et al., 2000, Lelieveld, 2002]

Simulated global mean tropospheric OH concentrationsbeatested against indirect
estimates from observationally constrained budgets aliepevith known sources and reaction
with OH as their primary sink, such as 1, 1, 1-trichloroeeh@H;CCl;, methyl chloroform),
“C0, and CHCIE (HCFC-22) [Spivakovsky et al., 2000 and references therEis.lifetime of
CH3CCl; derived from its observed atmospheric abundances and kndustrial emissions has

most often been used to estimate the global meardabae of OH [Prinn et al., 1995, 2001,
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Krol et al., 1998; Krol and Lelieveld, 2003; Montzka et al., 2000, 20Rfihn et al [2001]
estimate a global tropospheric me@hi;CCl; lifetime of 5.99132% years for the period 1978-
2000, while Prather et al. [2012] derive a value of 6.3 * 0.4sylear2010. Since AM3 does not

simulate the chemistry d@H;CClL, we assume a global uniform atmospheric mixing ratio to

calculate its tropospheric lifetime as,y; = % where, k(T), the rate constant for the

Jyfe¥ k(T)[OH]
oxidation ofCHzCCl; by tropospheric OH, is 1.64x1dexp(-1520/T) molet cnt s* [Sander et
al., 2006]. Our estimate@Hz;CCl; tropospheric mean lifetime of 5.3 + 0.1 years over the period
1981-2000 is about 11% and 16% lower than the estimates of Prahn[2001] and Prather et
al. [2012], respectively; while within the uncertainty range,conclude that AM3 OH is likely

biased high.

AM3 simulates a global mean airmass-weighted OH concimtraf (1.05 + 0.02) x 10
molecules cni for the 1981-2000 period, with a northern to southern hemisptNH/SH) ratio
of 1.16 suggesting that higher concentrations N, and other OH precursors in the northern
hemisphere dominate over the higher concentrations oMOQs, and other sinks for OH in the
model While observational constraints on OH (more discussémiMpendicate that the annual
mean OH concentration is higher in the southern hemispti@n the northern hemisphere
(NH/SH < 1) [Prinn et al., 2001; Montzka et al., 2000; Krol aralidveld, 2003], most
chemistry models [Wang et al., 1998; Dalsgren and Isaksen, Rad6et al., 2012], including
AMS, simulate higher northern hemisphere OH concentraibiii/SH > 1). Krol and Lelieveld
[2003] suggest that this discrepancy arises because the weaion of the Intertropical
Convergence Zone (ITCZ), at 6°N [Waliser and Gautier, 1993)ysed to determine the
interhemispheric ratio from observations, implying tiet amount of tropical air (with high OH)
included in the southern hemisphere is larger than in thdera hemisphereModels, on the
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other hand, assume that the hemispheres are symiametuind the equator. However, the ITCZ
is used only in the analysis of Montzka et al. [2000], whilmrPet al. [2001] divides the
hemispheres at the equatburthermore, observational estimates of NH/SH OH ragohaghly
uncertain as they rely on the assumption that the s@misestimates and atmospheric
observations ofCH3;CClk are accurateNevertheless, high OH concentrations in the northern
hemisphere simulated by AM3 reflect the high(€ection 3.1) and low CO biases (section 3.2)

there

We compare the AM3 simulated airmass-weighted annual mearcdadeentrations
(Figure 7a) with the climatology of Spivakovsky et @DQO0] (Figure 7pfor twelve tropospheric
subdomains as recommended by Lawrence et al. [2001]. AM3 sasuulae highest boundary
layer (surface to 750 hPa) OH burden in the tropics folloWwgdhe northern extra-tropics
(30°N-90°N) and the southern extra-tropics (30°S-90°S), stamgiwith the climatology (Figure
7b), but is higkr by about 25-35%. AM3 OH concentrations decrease with istrgaltitude as
opposed to first decreasing in the mid-troposphere anditlicegasing in the upper troposphere
as in the Spivakovsky et al [2000] climatology. TheieattOH distribution in AM3 is, however,
similar to that of other chemistry-climate models [feoth et al., 2006; Jockel et al., 2006
Lamarque et al., 2012FExcessive OH in the tropical boundary layer could indidatgdtions in
our treatment of higher volatile organic compounds [Mad.e2@09] For example, AM3 does
not include representation of higher (5 and more carlboms) alkanes, alkenes and aromatic
compounds, thus, reducing the OH sink (for example, the MOZARWMechanism which
includes higher NMVOC vyields an OH vertical distribution thatter matches the climatology

[Emmons et al., 2010]Furthermore, differences in the AM3 simulated and clitogtioal OH
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distributions could also indicate deficienciesthe meteorology simulated by AM3 (e.g., water

vapor biases)

AM3 simulates a mean total atmosphe@Géi, burdenof 4622 Tg and tropospheric
methane loss by reaction with O#d 540 Tg yi*, resulting in mean tropospher@H, lifetime
against loss by tropospheric OH of 8.6 yeatsout 10% lower than the lifetime of 9.6 years
reported by Prather et al. [2001]. It is within the rangeadfies (7.8-10.5 years) simulated by
other models [Lawrence et al., 2001; Folberth et al., 200&eJét al. 2006; Fiore et al., 2009;
Emmons et al., 2010; Lamarque et al., 2012] and a recentmod&i mean estimate of 9.7 £ 1.5
years [Naik et al., 2012]ncluding a nominal stratospheric sink of 40 Tg ynd a soil sink of
30 Tg yr', yields a global atmospher@H; lifetime of 7.6 years, on the low side of the 8.7 + 1.3
and 8.6x1.2 years from multi-model estimates of Stevess@h [2006] and Voulgarakis et al.

[2012], respectively, andnobservation-based estimate of 9.1 + 0.9 years [Prattar, 2012]
4. Impact of Short-lived pollutants on Composition and Climate

In this section, we compare 10-year annual mean fietas #000 and 1860 simulations
to investigate the impact of changes in short-lived paitstdemissions of precursors of ozone
and aerosols an€CH; concentrations) from preindustrial to present levels,atmospheric

composition (Section 4)Jand climate forcing (Section 4.2)

4.1. Impact on Atmospheric Composition
4.1.1. Tropospheric O3

We simulate a 39% increase in the annual mean glol@ddpbheric @ burden from 263
Tg in preindustrial to 365 Tg in the present day (TableOf)the total 103 Tg increase in

tropospheric @burden, 62% occurs in the northern hemisphere, conswtnthe much larger
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579 NOy emission increase in the northern hemisphere (FigufEhg&)photochemical production and
580 loss of ozone increase by 69% and 63%, respectively. The tiepdkix of ozone increases by
581 69% in response to the increased ozone burden. The (photoahandadepositional) lifetime of
582 o0zone decreases from 25 days in the preindustrial to 21 nldage present day simulation. In
583 addition, the cross-tropopause flux of 0zasel5% greater in the present day relative to the
584 preindustrial simulationThe global average Ocolumn increases by about 16.9 DU with

585 tropospheric and stratospheric increases of 9.4 DU (39%) amlJ7(2%), respectively.

586 With ODSs held constant at their present day values ¢bn kthe 2000 and 1860
587 simulations, the small increase in stratospherjco€curs via changes i8H, concentrations
588 IncreasingCH, increases water vapor in the upper stratosphere and rhesesggnhancing the
589 loss of Q catalyzed by the HOradicals (HQ = H + HO, + OH). In the lower stratosphere
590 however, theCH, increase causes;@ increase via NQinduced Q production [Wayne, 1991;
591 Brasseur and Solomon, 1986] just as in the troposphere.eFuitbreases i€H, also act to
592 reduce the chlorine catalyzed destruction @fll® converting chlorine atoms to the reservoir
593 hydrochloric acid (HGICH, + CI &> HCI + CHs) in the lower stratosphere [Wayne 1991;
594 Fleming et al., 2011]. Thus, the overall consequence is a siigjletase in stratospherig @ the

595 2000 simulation relative to that in 1860.

596 Total annual column ©is simulated to increase by 25-35 DU over the industrialized
597 areas of the northern hemisphere (Figure 8a). Global aaneshge surface {&oncentrations
598 increase by ~14 ppbv from preindustrial to present day, withesa increases over regions
599 coinciding with the largest increases of precursor eamss{Figure 8b). The inter-hemispheric
600 asymmetry (NH/SH) in surfacesz@oncentrations increases from 1.1 in preindustrial.doat

601 present day (the distribution of simulated surfagee@ncentrations for preindustrial and present

27



602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

dayis shown in Figure S1)Greater N@Q emission increases in the northern hemisphere aided by
CH, increases (globally uniform) produce morgi®@the northern hemisphere thus contributing
to the enhanced inter-hemispheric asymmetry in surfagcanQhe present day relative to

preindustrial.

Our simulated tropospherics®@urden increase of 103 Tg in response to changes in short-
lived pollutants is within the range (71-140 Tg) of previously pubtistropospheric ozone
increase from preindustrial to present day [Lamarque..e2@D5b and references thereih]is
also within the range of more recent estimates of preindut present day £increases from
Liao and Seinfeld [2005] (128 Tg), Horowitz [2006] (113 T§hindell et al. [2006b] (41 Tg),
Lamarque et al. [2010] (99 JgSkeie et al. [2011] (108 Tg), and Young et al. [2012]

(multimodel mean @increase of 88 Tg)

4.1.2. CO and NO

The global annual mean CO burden increases Bf f8@m preindustrial to present day
(Table 4) in response to changes in the anthropogenic amddsoburning emissions of CO and
NMVOC, and CH; concentrations. Near-homogenous increases in CO burdesinauéated
(Figure 8c), except for strong source regions, for examime biomass burning areas of
Southeast Asia, Central Africa, and anthropogenic emmssareas of North America, China and
South Asia. Increases in zonal average CO concentsagatend from the surface to the
tropopause, with increases of 30 to 60 ppbhe northern hemisphere and 10 to 20 ppb in the
southern hemisphere (not shown). Surface CO concensdtiorease by up to 400 ppb locally

over source regions (Figure 8d).
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The annual mean tropospheric NQurden increases by 14% in the present day relative
to preindustrial (Table 4), with maximum increases near ceouegions in the northern
hemisphere (Figure 8e). Small decreases inNfg burden in the southern hemisphere are
attributed to the simulated decrease in lightni@Q. emissions over the southern hemisphere
extra-tropical land areas (Figure SRIOy emissions from lightning, the main source of N@
the free troposphere, especially in the preindustrial,edser in the present day by about 6%
(Table 4), consistent with a 7% decrease in global lightfiequency (Figure S2}.ightning
activity and the resultinlO, emissions have generally been understood to increassamaer
climate [e.g. Price and Rind, 1994; Reeve and Toumi, 1999]. Largertainties are associated
with the modeling of long-term changes in convection, hgig [Tost et al., 2007; Williams,
2009 and consequently lightning NOemissions [Schumann and Huntrieser, 2007 and
references thereinAerosols recently shown to enhance lightning activity dw@, emissions
[Yuan et al., 2012], add to the complexity of simulating longntehanges in lightning NO
emissions. Further work is clearly needed to charaeténez change in lightning N@missions

from preindustrial to present day

Annual mean surface N@oncentrations increase by up to 3 ppbv over the nordreast
US, Europe, northern India and China source regions (F&furéollowing the preindustrial to
present day increases in emissions (FigureSliyffaceNOy also increases over oceanic ship
tracks, however, this increase may be overestimasgdume processes are not accounted for
our global model [Lamarque et al., 2010Vith a lifetime of a day, most NOncreases are
confined to near the surface, as opposed to the CO incrédzsesre more homogenous

throughout the troposphere.

4.1.3. Aerosols

29



646

647

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

663

664

665

666

667

Simulated global burdens of sulfate, black carbon and organton increase by factors
of three, 2.4 and 1.4 from preindustrial to present day (Tablevi)in the range of previous
published estimates [Horowitz, 2006; Tsigaridis et al., 2006; tqueaet al., 2010]Our
simulated global aerosol burden changes are significdatwer than those simulated by
Horowitz [2006], in part because of differences in the appé&missions. Horowitz [2006] set
preindustrial (1860) anthropogenic emissions of aerosols laeid precursors to zero and
biomass burning emissions, specifically, those from biofsalfannah, tropical forest and
agricultural waste burning (not extra-tropical forests), to dfresent day (1990) levelBhus,
Horowitz [2006] apply factors of 75, 12, and 6 increases in thiacemissions of SOBC,
and OC, respectively, in the present dsignificantly higher than the factors of 20, 2, and 1.2
applied in this studyHistorical emissions of short-lived pollutants are highigcertain
[Lamarque et al., 2010], thus making it difficult to accuyasstimate the historical changes in

aerosol burden

The largest increases in sulfate aerosol column ocautisei equator to 30°N latitude
band (Figure 8g), a region which is characterized by higessomis and oxidation capacity. The
atmospheric burden of sulfate aerosols depends on souf2gsrfissions, level of atmospheric
oxidants, including @ OH, NG;” and HO,) and sinks (wet and dry deposition). Higher present
day versus preindustrial S@missions lead to increased formation of sulfate smdésoin the
present day simulatiorAt the surface, sulfate concentrations increaseibyo 15 pug S m*
(Figure 8h in regions of high S@emissions (Asia, Europe, and North America). Secondary
maxima in the increasef surface sulfate concentrations occur in the southemspéere over

regions of high biomass burning (South America, Africa, dodtheast Asia).
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668 The atmospheric burden of carbonaceous aerosols is govéesntheir emissions and
669 deposition (wet and dry). Black carbon emissions are drbyehuman activities that involve
670 combustion of mostly fossil fuels with smaller contribas from domestic biofuel burning and
671 biomass burning, while organic carbon emissions predominantlye doom the latter two
672 categories. Because of therge natural background source of organic carbon, increags in i
673 global fractional burden is smaller than that for blaekbon. Reduced present day emissions
674 from domestic biofuel burning and forest clearing in mid-latituegions (North America,
675 Europe, and Australia) drive decreases in carbonaceousohdyorden over these regions
676 (Figures8i and k). Conversely sharp increases are simulated fansgyiith high present day
677 emissions (China, India, central Afric&@¥hanges in the burden are dominated by changes near
678 the surface (Figure 8j and. IBimulated present day surface concentrations are loveer th
679 preindustrial over most of North America, Europe, and Aliairbut exceed preindustrial values

680 in highly populated areas of Asia, Eastern Europe and tévitiga (Figures 8j and).

681 The global total burdens of dust and sea salt decreasambif amounts(1-2%) in
682 response to their emission reductions in our present dajagiom relative to the preindustrial.
683 Since the emissions of these species are dependenttearohegical factors, changes in their
684 burden result from the fast atmospheric responses dueitwpstrial to present day changes in

685 short-lived pollutant emissions.

686 The global mean AOD at 550 nm increases by 50% #a@meindustrial value of 0.10 to
687 apresent day value 0.15 (Table 4). The largest increas®h dmes from sulfate, followed by
688 the increase in black carbon and organic carbon, respec{iviglyre 9a) Further, the relative

689 contribution of sulfate and black carbon to AOD almost daublem preindustrial to present

690 day, in response to increases in their atmosphericnigafiiable 4) Spatially, the largest
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increases in AOD from preindustrial to present day (Figujec8imcide with regions of largest
increases in anthropogenic emissions (Figure 1). Our estoh#tte preindustrial to present day
change in AODis in qualitative agreement with the 21% increase simulaye@sigaridis et al.

[2006].

4.1.4. Tropospheric OH

Next, we investigate the changes in tropospheric oxidizing aigpaesulting from
preindustrial to present day changes in short-lived pollugamssions and increases GH,
concentrationThe tropospheric mean airmass-weighted OH concenird@gzreases by about
7% (Table 4 in response to preindustrial to present day changes in-lstem pollutants,
suggesting that increases@H sinks CH, burden, and emissions of CO, $@nd NMVOC3$
dominate over increases in sources (troposphesjiov@er vapor andNO, emissions) in the
model. The decrease in OH acts to increase the tropospifegime of CH, by about 4% (Table
4). When we compare our 2000 simulation with a sensitsritylation (not shown) in which we
set the emissions AMNOy, CO, NMVOCs and aerosols (or their precursaesi860 levels but
CH, to present day levels, we find that tropospheric meanr@kases by 10% as a result of
increasing emissions alone. This suggests @t plays a dominant role in controlling global

mean OH changes over long timescales

Regionally, OH decreases in all regions of the atmospheept in the lower (surface to
750 hPa) northern hemisphere, with the largest increa$é)(86curring in the lower extra-
tropical troposphere (Figure 7@oinciding with the largest increases in OH sourcE€x and
Os. Figure 7d shows the spatial distribution of the increas®H in the lowest atmospheric
subdomain (surface to 750 hPa) where more than 60% of tHeotadation of CH, occurs

[Lawrence et al.,, 2001]OH increases by almost a factor of two over northern hdrargp
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regions with high present dayOx emissions and $concentrations. OH decreases in the
southern hemisphere are attributed to increas€slinwhich is more important as an OH sink in

the southern than in the northern hemisphere [Spivsiyoet al., 2000].

Large uncertainties exist in the estimates of prein@lisio present day changes in
tropospheric OH. Previous modeling estimates of preindudiiapresent day changes in
tropospheric mean OH abundance range from increasésl8% to decreases of 5-33% (see
Table 1 of John et al., 2012). Applying transient preindusiigdresent day simulations (with
time varying WMGHG and ODS concentrations, and short-livdldifgmt emissions) of the fully
coupled chemistry-climate model, GFDL CM3, John et al. [2012] o 6% decrease in
tropospheric mea®@H concentrations. Using results from ACCMIP models, Naiklef2012]
find that the multi-model mean tropospheric OH abundaaserémained nearly constant over
the past 150 years. Our estimate of the preindustrial seprelay change in OH concentrations

falls within the range of these previous estimates.

4.2. Impact on Radiative Forcing and Climate

To investigate the impact of changes in short-lived poltutamssions from preindustrial
to present day on climate, we first assess the nestadjuadiative forcing from these emission
changes and then briefly explore the changes in keyatdiwariables. Note that we expect the
climate responses to be weak in our experiments, which adeictexa with fixed SST and SIC.
We calculate the radiative forcing due to combined changeszime and aerosols (from
emission changes) as the change in the net irradiahogwave plus longwave) at the top of the
atmosphere (TOA) with fixed ocean conditions, but alloworgapid adjustments to the climate
system (including atmospheric temperatures and clo&it®)e our present day and preindustrial

simulations use fixed SST and SIC extent, our calculated T&dhative forcing, more
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appropriately referred to as “radiative flux perturbation” (RFP) or fixed-SST forcing
incorporates the effects of fast atmospheric respowsekdrt-lived pollutants but not the slow
feedbacks associated with changes in global ocearetatopes [Hansen et al., 2005; Forster et
al., 2007; Haywood et al., 2009]. RFP at the TOA has been stwmwpredict the global mean
surface temperature changmt will result from changes in short-lived pollutants [Hamst al.,
2005; Forster et al.,, 2007; Lohmann et al., 2010]. While usefud, \Wwerdo not diagnose the
contribution of individual short-lived climate forcers teetnet RFP here. RFPs due to historical
changes in individual short-lived climate forcers as &ted by the GFDL AM3 are briefly

discussed by Levy et al. [2013] and are fully described by Witr@t al. [in prep]

The net global annual average all-sky TQRP due to ozone and aerosols resulting from
preindustrial to present day changes in short-lived poll@samgsions an€H, concentrations is
-1.05 Wm? in our model, implying a net radiative cooling of the et system from
preindustrial to present day changes in ozone and aerdSwigsospheric 0zone increases
produce a positive forcing while aerosol increases exéwrea positive forcing (black carbon)
or a negative forcing (sulfate, organic carbon) ondiveate system. Aerosols also produce a
negative indirect forcing via changes in cloud optical prig® or a positive forcing from
changes in the thermal structure of the atmosplt@ue results indicate that the strong negative
forcing (direct plus indirect) from preindustrial to presday aerosol changes dominates over
the positive forcing due to{ncreases and aerosol semi-direct efféttr net ozone and aerosol
RFP of -1.05 Wi is comparable to the multi-model mean (8 models) preiridusd present
day aerosol plus ozone forcing of -0.84 + O\Wén (from Table 10 of Shindell et al., 2012b
Further, our net ozone and aerosol RFP offsets neadlflphthe positive radiative forcing of

2.30+0.23Wm?* from preindustrial to present day changes in WMGHGSs catled|by Shindell
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et al. [2012b], indicating that on a global scale, sheed pollutants have acted to mask a
portion of the anthropogenic greenhouse gas forcing. Thgtef reductions in short-lived
pollutant emissions for health reasons will likely unknadBe warming due to long-lived

greenhouse gases [Levy et al., 2013].

Figure 10a shows the geographical distribution of the anneahrall-sky TOA RFP due
to preindustrial to present day short-lived pollutant emissidins largest statistically significant
negative RFPs (up to -10 WAhare simulated over industrializeegions of northern hemisphere
characterized by high aerosol burdens (China, India, Euitqeh America). Smaller negative
RFPs are also simulated for regions where biomass burningsiems increased over the last
century, such as, south-east Asia, central Africa, @artis of the Amazon, and over oceans
downwind of source regions'he simulated forcing over much of the globe is siatiy
insignificant relative to the model internal variabilipgssibly because 10 year runs are too short

to produce a robust signal that can be distinguished frose iGlaz et al., 2011].

To explore the role of changes in cloud propertiesaatiative forcing, we break-down
the all-sky RFP to clear-sky and cloudy-sky componedbisar-sky radiative fluxes (shortwave
and longwave) are calculated by diagnostic calls toat@tion code in the model including the
aerosol absorption and scattering but excluding cloud alimogotd scattering, thus these fluxes
do not include changes from aerosol indirect effects énttlanodifications via direct aerosol
interactions [Golaz et al., 2011]. We diagnhose the clakyyRFP (includes aerosol indirect
effects and cloud modifications via direct aerosol adtdons) by taking the difference between
all- and clear-sky REFFigures 10b and 10c show the spatial distribution of the-skeaand
cloudy-sky RFPs. From a global mean perspective, bmthclear and cloudy sky RFP are

negative and the contribution of the cloudy sky RFF66MVM?) is slightly higher than that of
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clear-sky RFP (-0.4Wm™) to the all-sky RFP, suggesting that aerosol indieffeicts and direct
cloud modifications contribute strongly to the netrme@lus aerosol forcingpatially, negative
RFPs over and downwind of industrialized areas in the northemisphere, and biomass
burning regions persist in the clear-sky component (Figurg, Bdiggesting the dominance of
reflecting aerosols (sulfate and organic) over absoré@ngsols (black carbon) and tropospheric

ozone

Next, we analyze the RFP at the surfasmbservational evidence indicates that aerosols
affect the surface energy budget and hydrological cyakeK&uhl et al., 2008; Philipona et al.,
2009]. Preindustrial to present day change in short-livedifaoli emissions results in a global
mean all-sky surface RFP of -2\@m?, implying that the emission changes result in an
additional 1.5Wm absorbed by the atmosphere. The geographical distribut@hs}y surface
RFP (Figure 11a) is similar to that of the TOA RFP but withanced negative forcing (up to -
20 Wni?) over industrialized regions and biomass burning area cheractéy large aerosol
burden changes, and neighboring oceans. The clear-skyooemt of the surface RFP (Figure
11b) dominates over the cloudy sky component (Figure. Preyious studies have indicated
that aerosols have a stronger impact on precipitabian well-mixed greenhouse gases because
the former can effectively alter the surface shoreviiwx available for evaporation [Feichter et
al., 2004; Lohmann and Feichter 2005; Ming and Ramaswamy, 2009]. Conhsistie the
negative surface forcing, we find that the global mea&cipitation diminishes by 0.03 mm™r
however, much of the spatial distribution of the preafjin change is statistically insignificant

(see supplementary Figure S3b).

We also assess the changes in the global mean andl spstiiibution of surface air

temperature, precipitation and cloud cover in respongeciodustrial to present day changes in
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short-lived pollutant emissions. Relative to preinduktiiiee present day global mean surface air
temperature is simulated to decrease by only 0.05 K. Examiningpidugal distribution of
surface temperature change reveals that it is signifada®5% levelusing student’s t-test) only
ovea ~5% of the total global land area (Figure S3a), failing & fegnificance testOur
simulated temperature change, including only the effeatapad atmospheric adjustments to the
applied forcingis much less than would occur if we had not kept the SSistaat and allowed
the ocean to respond to short-lived pollutant perturbatiblangen et al., 2005]. On a global
scale, cloud cover increases by 0.2%, but the change is todnedstatistically insignificant over

much of the globe (Figure S3c).

5. Discussion and Conclusions

In this study, we have evaluated our base GFDL AM3 simulati®80-2007 with
interannually varying SSTs and SIC) against observatiorkeyfchemical species (Section 3)
and have employed the model to investigate the net ingdattort-lived air pollutant emission
changes from preindustrial to present day on atmospleenaposition and climate forcing
(Section 4) Comparison of our base simulation with observations sugglest AM3 is able to
reproduce the observed tropospheric ozong ¢€asonal cycle (pearson correlation coefficient
r=0.45-0.97) and simulated concentrations are within 10 to 15 @ipblbserved values. Surface
carbon monoxide (CO) concentrations are biased lowtéenvienter and spring compared with
observations at all northern high and mid-latitude sg#@silar to the multi-model biases
discussed in Shindell et al. [2006a], but the observed seasdnalt®1-0.96) and magnitude is
captured at southern hemisphere mid and high latitudes. §gbeac CO concentrations for
2005-2007 in our base simulation are within 15% of those obségvéie TES satelliteGlobal

mean aerosol optical depth agrees well with that observetthedoYAVHRR satellite over the
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1982-2006 time period, however there are regional differencesppdsite signs. Hydroxyl
radical (OH) the primary determinant of the tropospheric lifetime of mstmyrt-lived pollutants,
is somewhat higher in our base simulation than in tineatological estimates, consistent with
the high Q and low CO biases in our mod€&onsistent with high OH, our mean tropospheric

methane CH,) lifetime is 8.6 years, on the lower side of published values

Contrasting the atmospheric composition in our preim@ls{l860) and present day
(2000) simulations, both with fixed present day sea-surfaogerature, sea-ice extent, and
WMGHG concentrations, shows substantial increases iprisent day global total burdens of
tropospheric ozone, sulfate and carbonaceous aenedals’e to preindustrial driven by short-
lived pollutant emission an€H,; concentration changes. Spatially, surface ozone ireseas
everywhere, more so in the northern hemisphereithéire southern hemisphere, mostly driven
by increases in NQemissions. Spatially inhomogeneous changes in aerosolnsuresult from
the different regional trends in their emissions. &mmple, carbonaceous aerosol burdens over
North America and Europe decrease from the preindustriaetpresent day because of reduced
domestic fuel burning. Uncertainties in short-lived pollutamissions will influence our
estimate of the historical changes in the abundanoeafe and aerosols. Lamarque et al. [2010]

note that uncertainties in regional emissions canrgetddahan a factor of 2.

We simulate a % decrease in tropospheric airmass-weighted OH concemtrbr
present day relative to preindustrial, indicating thateases in sinksCH,;, CO, NMVOCs, and
SO,) dominate over sources {@ndNOy) of OH. Consequently, a 6% reduction@H, lifetime
is simulated for the present day relative to preindustiaalysis of our fully coupled climate-
chemistry atmosphere-ocean model (GFDL CM3) simulationth wshort-lived pollutant

emissions and greenhouse gas concentrations, incl@Hagevolving over the entire historical

38



852

853

854

855

856

857

858

859

860

861

862

863

864

865

866

867

868

869

870

871

872

873

874

period shows thaCH, lifetime increases from preindustrial to present day, afestmating the
dominant impact o€H,4 on its own lifetime [John et al., 20[LAlthough we consider the direc
influence of aerosols on gases via heterogeneous chgmigt do not include their impact on
photolysis rates, previously shown to increaseGhk lifetime by decreasing tropospheric OH
[Bian et al., 2003]. In addition, we did not considertsipheric ozone depletion resulting from
preindustrial to present day increases in ODSs, which could latedthe changes in
tropospheric ozone and aerosol burden, oxidizing capaaoilytbereforeCH, lifetime. The
impacts from historical changes in ODS should be consideredimate more completg the

full anthropogenic influence on the chemistry-climate sysigen the last century.

We analyze radiative forcing at the topthe-atmosphere (TOA), expressed as radiative
flux perturbation, to estimate that substantial anthgemic increases in tropospheric ozone and
aerosols burden in the present day relative to preindustiiesle a strong negative forcing (-1.05
Wm®). This finding suggests that the negative forcing (diracs pidirect) from aerosol changes
dominates over the positive forcing due t@ iBcreases and aerosol semi-direct effect, thus
masking nearly half of the historical long-lived greenhogae forcing globally Statistically
significant negative TOA forcing is concentrated over itwaigzed regions of the northern
hemisphere characterized by high sulfate aerosol burdemesgChina, India, Europe, and
North America). Negative forcing is enhanced at the surdackis more widespread compared
with the TOA forcing. Our estimate of the TOA forcing rioshort-lived pollutants may be
compared with other estimates obtained using the CMIPSiemssinventory applied herEor
example, Bauer et al. [2012] used this inventory to calcul&t®A forcing of -0.6 Wrif for
preindustrial to present day changes in aerosol (or @epyecursor) emissions onlyOur

stronger negative TOA forcing compared with that of Baateal. [2012] could be attributed to
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differences in model configuration (their model includedyotiie cloud albedo effect of
aerosols Similar experiments with other chemistry-climate medeill help to determine
whether this net impact of short-lived pollutants on clansince the preindustrial period is

robust.

We simulate a global annual mean cooling of 0.05 K atstitace from historical
changes in short-lived pollutant emissions. However, theésge in surface air temperature is
statistically insignificant and understates the true ch#mggewould result from changes in short-
lived pollutants, because we keep the sea-surface tempesatiisea-ice extent fixed for both
the preindustrial and present day simulations, allowing cagyd atmospheric adjustmsn- a
major limitation of our studyChanges in the total cloud cover and precipitation atestitally
insignificant over most of the globe, indicating thatyg@r simulations are too short to produce
a robust signal that can be distinguished from noisely8iseof simulations of the GFDL CM3
model with evolving sea-surface temperature and seaxteateis currently underway to fully

asses the impact of short-lived pollutants on climateqiiz et al. in prep, Levy et al., 2013].
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Tables

Table 1. Chemical species included in AM3. Soluble gaseousesgéeait undergo wet
deposition in AM3 are marked with an asterisk (*)

No. | Species Chemical Formula Details
Name
Transported
1 O3 O3 ozone
2 N20 N>O nitrous oxide
3 NO NO nitric oxide
4 NO2 NO, nitrogen dioxide
5 NO3 NO; nitrate radical
6 |HNO3 HNO; nitric acid
7 | HO2NOZ HNO, pernitric acid
8 N205 N2Os dinitrogen pentaoxide
9 CH4 CH, methane
10 | CH30OOH CH;OOH methyl hydroperoxide
11 | CH20 HCHO formaldehyde
12 | CO CO carbon monoxide
13 | H202 H,0, hydrogen peroxide
14 | C3H6 CsHs propene
15 |ISOP CsHs isoprene
16 | CH3CHO CHsCHO acetaldehyde
17 | POOH CsHsOHOOH
18 | CH3COOOH | CH;COOOH peracetic acid
19 | PAN CH3;CO3NO; peroxy acetyl nitrate
20 |ONIT CH;COCHG,CH,OHNO
21 | C2H6 CoHe ethane
22 | C2H4 CoH,4 ethene
23 | C4H10 CsH1g lumped alkanes as C > 4
24 | MPAN CH,CCH;CO3NO; methacryloyl peroxynitrate
25 | MVK~ CH,CHCOCH; methyl vinyl ketone
26 | MACR CH,CCH;CHO methacrolein
27 | MACROOH | CH;COCH(OOH)CHOH
28 | C2H500H C,HsOO0H ethyl hydroperoxide
29 | C10H16 CioH16 lumped monoterpenes as a-pinene
30 | C3H8 CsHs propane
31 | C3H70OO0OH C3H;OO0H propyl hydroperoxide
32 | CH3COCH3 | CH;COCH; acetone
33 | ROOH CH;COCHOOH
34 | CH3OH CH;OH methanol
35 | C2H50H C,HsOH ethanol
36 | GLYALD® HOCH,CHO glycolaldehyde
37 |HYAC’ CH;COCH,OH hydroxyacetone
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38 |HYDRALD | HOCH,CCH;CHCHO lumped unsaturated
hydroxycarbonyl

39 | CH3COCHO | CHsCOCHO methyl glyoxal

40 | ONITR CH,CCH;CHONG,CH,OH lumped isoprene nitrate

41 | XOOH HOCH,C(OOH)CHs;CH(OH)CHO

42 | ISOPOOH HOCH,C(OOH)CHCHCH, unsaturated hydroxyhydroperoxidy

43 | H2 H> molecular hydrogen

44 |so?Z SO, sulfur dioxide

45 | S04 SO~ sulfate

46 | DMS CHsSCHs dimethyl sulfide

47 | NH3 NH3 ammonia

48 | NH4ANO3 NH4NO; ammonium nitrate

49 | NH4 NH," ammonium

50 | SOA secondary organic aerosol

51 | dustl dust dust dry radius 0.2 1.0 um

52 | dust2 dust dust dry radius 1.0 1.8 pum

53 | dust3 dust dust dry radius 1.8 3.0 um

54 | dust4 dust dust dry radius 3.0 6.0 um

55 | dust5 dust dust dry radius 6.0 10.0 um

56 | ssaltl sea salt sea salt dry radius 0-11.0 um

57 | ssalt2 sea salt sea salt dry radius 1-01.8 um

58 | ssalt3 sea salt sea salt dry radius 1-83.0 um

59 | ssalt4 sea salt sea salt dry radius 3-06.0 um

60 | ssalts sea salt sea salt dry radius 6-010.0 um

61 | bcphob black carbon hydrophobic fraction of black
carbon

62 | bcphil black carbon hydrophilic fraction of black carbol

63 | omphob organic matter hydrophobic fraction of organic
matter

64 | omphil organic matter hydrophilic fraction of organic
matter

65 | HCI HCI hydrochloric acid

66 | HOCI HOCI hypochlorous acid

67 | CIONO2 CIONO, chlorine nitrate

68 | Cl Cl elemental chlorine

69 |CIO ClO chlorine monoxide

70 | CIl202 ClLO, chlorine monoxide dimer

71 | CI2 Cl, molecular chlorine

72 | HOBr HOBr hypobromous acid

73 | HBr HBr hydrobromic acid

74 | BrONO2 BrONGO, bromine nitrate

75 | Br Br elemental bromine

76 | BrO BrO bromine monoxide

77 | BrCl BrCl bromine monochloride

78 | H20 H>O water
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1379

Not transported

79 | O O(CP) ground state atomic oxygen

80 | O1D o('D) excited state atomic oxygen

81 | OH OH hydroxy! radical

82 | HO2 HO, hydroperoxyl radical

83 | CH302 CHs0O; methyl peroxy radical

84 | ISOPO2 HOCH,C(OO)CHCHCH, peroxy radical derived from
OH+ISOP

85 | CH3CO3 CHsCOs acetylperoxy radical

86 | MACRO2 CH3;COCH(OO)CHOH peroxy radical from OH addition td
MVK, MACR

87 | EO2 HOCH,CH,0,

88 | EO HOCH,CH,O

89 | MCO3 CH,CCH;CO; peroxy radical from reaction of OH
with MACR

90 | RO2 CH;COCHO2 1-methyl vinoxy radical

91 | C2H502 CoHs0; ethyl peroxy radical

92 | ISOPNO3 CH,CHCCHOOCHONO, peroxy isoprene nitrate

93 | X02 HOCH,C(OO)CHCH(OH)CHO | Peroxy radical from
OH+HYDRALD

94 | PO2 C3HsOHO,

95 | C3H702 C3H-0, propyl peroxy radical

96 |H H hydrogen

97 | N N elemental nitrogen
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Table 2. Emissions of short-lived species in AM3 for y&#0. Emissions for year 1860 are shown in parentheses.

Species Anthropogenic | Biomass Burning | Biogenic/Soil | Oceans Ship Total

NO, (Tg Nyr'?) 26.5 (0.7) 5.5 (4.8) 3.6 (3.6) 0.0 (0.0) | 5.4(0.1) 41.0 (9.3)
CO (Tg yrh) 608.3 (67.3) 459.1 (322.6) | 159.3 (159.3)| 19.8 (19.8)| 1.2 (0.03) | 1247.7 (569D)
C,H4 (Tg C yr) 6.4 (1.1) 5.4 (3.6) 4.3 (4.3) 1.2 (1.2) | 0.2(0.01)| 17.5(10.2)
C,Hs (Tg C yr) 2.6 (0.5) 2.5 (1.5) 0.8 (0.8) 0.8 (0.8) | 0.12 (0.0) 6.8 (3.5)
CsHs (Tg C yrY) 7.7 (1.0) 4.7 (2.8) 0.9 (0.9) 1.3(1.3) | 0.3(0.01) 14.9 (6.0)
CsHsg (Tg C yrY) 2.8 (0.2) 1.6 (0.5) 1.6 (1.6) 1.0 (1.0) | 0.4 (0.01) 7.4 (3.4)
CH,O (TgCyr™) 3.2(0.1) 5.8 (4.0) 0.0 (0.0) 0.0 (0.0) | 0.0(0.0) 9.0 (4.1)
Acetone (TgC yr'?) 2.2 (0.0) 2.9 (2.4) 24.3 (24.3) | 0.0(0.0) | 0.0(0.0) 29.4 (26.8)
CH5;OH (TgCyr?) 0.8 (0.1) 11.9 (7.6) 228.2 (228.2)| 0.0(0.0) | 0.0(0.0) | 240.9 (236.0)
C,HsOH (TgC yr?) 4.5 (0.6) 0.1 (0.05) 9.2 (9.2) 0.0 (0.0) | 0.0(0.0) 13.8 (9.9)
CsH1o (TgCyr) 43.0 (0.6) 0.9 (0.7) 0.0 (0.0) 0.0 (0.0) | 1.2 (0.03) 45.1 (1.3)
Isoprene (TdC yr™) 0.0 (0.0) 0.8 (0.3) 564.7 (564.7)] 0.0 (0.0) | 0.0(0.0) | 565.5 (565.1)
Terpenes (T@ yr') 0.0 (0.0) 0.4 (0.2) 143.2 (143.2)| 0.0 (0.0) | 0.0 (0.0) | 143.6 (153.5)
H. (Tg yr) 21.3 (2.2) 9.6 (5.2) 3.0 (3.0) 3.0(3.0) | 0.0(0.0) 36.9 (13.4)
NH; (Tg yr')? 37.5(7.3) 10.5 (6.1) 3.1(3.1) 9.9(9.9) | 0.0(0.0) 61.0 (26.5)
SO, (TgSyr?) 46.4 (1.5) 1.9 (1.2) 0.0 (0.0) 0.0 (0.0) | 5.5(0.1) 53.8 (2.8)
BC (Tg C yr) 5.0 (1.3) 2.6 (2.0) 0.0 (0.0) 0.0 (0.0) | 0.1 (0.0) 7.7 (3.3)
OM (Tg C yr) 29.7 (18.0Y 37.2 (28.8) 30.4 (30.4) | 15.5(15.4)| 0.2 (0.0) | 113.0(92.6)
Aircraft NO (TgN yr'™) 0.8 (0.0)
Aircraft SO, (Tg yr?) 0.1 (0.0
Fuel use (Tg y) 122.0 (0.0)

Dust (Tg yi)

1221 (1237)

Sea Salt (Tg yh

6188 (6324)

Dimethyl sulfide (Tg yr)

36.2 (36.0)

2 Emissions of NH also include 0.1 Tg yrfrom animals.

® Includes 9.6 Tg C yras secondary organic aerosol from the oxidation ofaptiygenic NMVOC calculated using offline butane

emissions and OH concentrations.




Table 3. Summary of AM3 simulations.

Base (1981-2007) 2000 1860
CO; Time-varying 2000 2000
CH, Time-varying 2000 1860*
N>O Time-varying 2000 2000
ODSs Time varying 2000 2000
Sea Surface Temperature Observed 1996-2005 1996-2005
(SST)/Sea Ice Cover (SIC)
Short-lived Pollutant Emissions | Time-varying 2000 1860

* For radiation calculationsCH, was set to 2000 level.
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Table 4 Annual mean global budget and burdens simulated by AM3. Aveedgesvand
interannual standard deviations over the baseline 1981-2000 tirod pegishown in column 2
Effect of changing short-lived pollutant emissions from 1862000 levels on global budget and
burdens are shown in column 3 as absolute differences-BBEW) and percent differences in
parentheses.

Annual average (1981- | 2000- 1860
2000) + Standard
Deviation
Tropospheric Ozone Budget
Photochemical Production (Tg'yr| 5753 + 244 2391 (690)
Photochemical Loss (Tgyr 5092 +203 1948 (636)
Net Photochemistry (Tg 661 + 46 444 (118%)
Dry Deposition (Tg y0 1205 + 20 505 (6%%)
Cross-tropopause flux (Tgyr 443 + 27 48 (1%%)
Ozone Burden (TQg) 3607 103 (3%0)
Global Total Column Ozone (DU) 3035 16.9 (6%0)
Tropospheric OH Concentration 1.05 +0.02x10 -0.07 x 16 (-6.89%)
(molec cn)
Tropospheric Methane Lifetime (yr) 8.5+0.2 0.31 (3.6%0)
Lightning NO, Emissions (Tg N yt) 45+0.2 -0.3 (-6.4%)
Tropospheric Aerosol Optical Depth at 0.16 0.05 (50.4%)
550 nm
Global Total Burdens
Carbon Monoxide (TQ) 335+11 158.4 (820)
TropospheriblOy (Gg N) 195 +£6.3 24.4 (140)
Black Carbon (Gg C) 126+ 6.5 76 (140%)
Sulfate (Gg S) 572+ 16.5 369 (2060)
Organic Carbon (Gg C) 1776% 66 506 (40%)
Dust (B) 15.0 £ 0.56 -0.21 (-1.6%)
Sea Salt (TQ) 6.35+0.10 -0.06 (-1.0%)
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Figures

Figure 1. Change in annual mean surface emissions from 1860 tdo200®ogen oxide (NO),
carbon monoxide (CO), non-methane volatile organic compo(Ni¥®/OCs), black carbon
(BC), organic carbon (OC), and sulfur dioxid&®). Surface emissions include emissions from
anthropogenic sources, biomass burning, and ships.
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Figure 2. Comparison of simulated monthly mean ozone (ppibti)observed ozonesonde
climatology for the period 1995 to 2009 at vertical level8@F (left), 500 (center) and 200 hPa
(right). Monthly mean ozonesonde observations are/shio black dots. Vertical lines indicate
standard deviation over the 1995-2009 time period. Model osaneeraged for 1981-2000 (red)
and 1995-2007 (blue) time periods.
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Figure 3. Zonal annual mean absolute bias of AM3s9r@ b) CO concentration relative to
measurements by the Tropospheric Emission Spectromdi&)) @board the Aura satellite for
the period 2005 to 2007. Bias is calculated as AM3 minus TESits af ppbv
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Figure 4. Comparison of AM3 simulated monthly mean surfaceeofppbv) for 1981-2000
with measurements from CASTNeghti{p:/www.epa.gov/castngtin the United States (1988-
2009), EMEP|lttp://www.nilu.no/projects/ccc/emepdata.hkrnl Europe (1987-2008), and three
sites in India. Black and red lines show the monthly nedsserved and simulated surface ozone
concentrations, respectively, averaged over all the fatiisg within each region (defined in
Table S1). Grey lines show ozone concentrations obsetvedch site included in the region.
Vertical black lines denote standard deviation in observedectrations across the sites. For the
Indian sites, vertical lines represent standard deviatiomasurements.
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Figure 5. Comparison of model simulated monthly mean (re€) Ilwith observed CO
concentrations (black dots) at surface sites. Obsengtice from Novelli and Masarie (2010)
for the 1988 to 2010. Vertical lines represent the standard aensaif the observations within a
month.
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Figure 6 Evolution of the global oceanic annual mean aerosol @d&pth at 550 nm retrieved
from AVHRR, and that simulated by AM3 with tropospheric aerosols (ahbhe), and both
tropospheric and volcanic aerosols (dash-dotted line) #1882 to 2006 (top panel), and spatial
distribution of annual mean oceanic aerosol optical defpp®»0 nm averaged over 1996 to 2006
time period simulated by AM3 (bottom left, troposphegcasols onlyand that retrieved from
AVHRR (bottom right) Global and oceanic mean AOD simulated by AM3 is indicatedhen t
left and right, respectively, and oceanic mean AOD oleseby AVHRR is shown on the right
on the bottom panels.

030F T AVHRR ... AVB tiopo + stato asrosols ]
" - -~ AMS3 tropo aerosols
0.25
0.20 .
0.15
0.10 ! ! ! . .
1985 1990 1995 2000 2005
AM3 (1996-2006) AVHRR (1996-2006)
Global=0.16 QOcean=0.14 Ocean=0.14

60°N [
30°N
OO
30°S
60°S
90°S
180° 120°W 60°W 0° 60°E 120°E 180°  180° 120°W 60°W 0° 60°E 120°E 180°

| ] | [/

< 0.00 0.20 0.40 0.60 0.80 1.00

77



Figure 7. (a) Annual mean OH burden from AM3 compared witlfdhelimatological mean of
Spivakovsky et al. [2000], (c) percent change in airmasshigdgmean OH concentrations in
various subdomains of the atmosphere and (d) ratio ofrgrdag (2000) to preindustrial (1860)
mean OH in the surface to 750 hPa subdomain of the atmresphe
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Figure 8. AM3 simulated changes in column burden (left panel) samface (right panel)
concentrations of a, b)s0c, d )CO, e, f) tropospheric Ny, h) sulfate (S©), i, j) black carbon
(BC), and |, k) organic carbon (OC) in response to sheetdlpollutant emission changes from
preindustrial to present day (2000-1860). Units for each vargbteed are shown on top right
corner. Areas where changeirisignificant (p=95% student’s t-test) are not colored.
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Figure 9. (a) Contribution of each aerosol species sitadlby AM3 to the global annual mean
AOD for present day (2000) and preindustrial (1860) and (b) preinalustipresent day change
in annual mean aerosol optical depth (AOD) at 550 nm; globahmaalue is indicated on top
right of the plot.
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Figure 10. Net annual mean topthe-atmosphere a) all-sky radiative perturbation {RKP),

b) clear-sky RFP, and c) cloudy-sky RFP, due to chang&sont-lived pollutant emissions from
preindustrial to present day. Global mean values areatatl at top right of each plot. Areas
where change is insignificant (p=95% student’s t-test) are not colored.
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Figure 11. Net annual mean surface a) all-sky radiative patian flux (RFP), b) clear-sky
RFP, and c) cloudy-sky RFP, due to changes in short-livéatgatl emissions from
preindustrial to present day. Global mean values areatatl at top right of each plot. Areas
where change is insignificant (p=95% student’s t-test) are not colored.

90N
oN P

30S |

90N
30N F
308 |

g0s &

90N T
30N |

30s |

0 B{JE 120|I§I ”130
. N T [
3 -0 2 0 2 10 30

82



Supplementary Information

Preindustrial to Present day Impact of Short-lived Pollutant HEonisson

Atmospheric Composition and Climate Forcing

Vaishali Naik’, Larry W. HorowitZ, Arlene M. Fioré, Paul Ginou% Jinggiu Mad, Adetutu M.

Aghedd, and Hiram Levy
! UCAR/NOAA Geophysical Fluid Dynamics Laboratory, Princeton, Nevsey.
2 NOAA Geophysical Fluid Dynamics Laboratory, Princeton, Newgele

® Department of Earth and Environmental Sciences and Lamonéy Earth-Observatory,

Columbia University, Palisades, New York, New York.
* Atmospheric and Oceanic Sciences, Princeton Universinycdton, New Jersey.

> Civil and Environmental Engineering, Rice University, HousTexas.

"Corresponding Author: [Vaishali.Naik @noaa.gdv



mailto:Vaishali.Naik@noaa.gov

Table S1. Geographical location of stations with surfaose observations considered for
evaluation of the seasonal cycle of surfagdr@m GFDL-AMS3.

Region Station State/ Longitude | Latitude | Altitude
Country (°E) (°N) (masl)

North Cascades NP WA -121.4 48.5 109.0

Olympic NP WA -123.4 48.1 125.0

NO”BgveSt Mount Rainier NP WA 1221 46.8 415.0
Glacier NP MT -114.0 48.5 976.0
Lassen Volcanic NP CA -121.6 40.5 1756.0

Death Valley NM CA -116.8 36.5 125.0

Pinnacles NM CA -121.2 36.5 335.0
Southern Sequoia NP - Lookout P CA -118.8 36.4 1225.0
Caifornia Joshua Tree NM CA -116.4 34.1 1244.0
Yosemite NP - CA -119.7 37.7 1605.0

Turtleback Dome

Gothic CO -107.0 39.0 2926.0
Great Basin NP NV -114.2 39.0 2060.0
Mesa Verde NP CO -108.5 37.2 2165.0
. Pinedale WY -109.8 42.9 2388.0
M(\’,UQIS?'BOS”S Rocky Mtn NP CO -105.5 40.3 2743.0
Yellowstone NP WY -110.4 44.6 2400.0
Grand Canyon NP AZ -112.2 36.1 2073.0
Canyonlands NP uT -109.8 38.5 1809.0
Chiricahua NM AZ -109.4 32.0 1570.0

Caddo Valley AR -93.1 34.2 71.0

Stockton IL -90.0 42.3 274.0

Theodore Roosevelt NP ND -103.4 46.9 850.0

Midwest Voyageurs NP MN -92.8 48.4 429.0
Plains US | Alhambra IL -89.6 38.9 164.0
Bondville IL -88.4 40.1 212.0

Perkinstown Wi -90.6 45.2 472.0

Vincennes IN -87.5 38.7 134.0

Wash. Crossing NJ -74.9 40.3 61.0

Arendtsville PA -77.3 39.9 269.0

North East | Penn State PA -77.9 40.7 378.0
us Connecticut Hill NY -76.7 42.4 501.0
Abington CT -72.0 41.8 209.0

Woodstock NH -71.7 43.9 258.0




Acadia NP ME -68.3 44.4 158.0
Ashland ME -68.4 46.6 235.0
Howland ME -68.7 45.2 69.0
Beltsville MD -76.8 39.0 46.0
Blackwater NWR MD -76.1 38.4 4.0
Horton Station VA -80.6 37.3 920.0
Prince Edward VA -78.3 37.2 150.0
Shenandoah NP - Big VA -78.4 38.5 1073.0
Meadows
Cadiz KY -87.8 36.8 189.0
Crockett KY -83.1 37.9 455.0
Mackville KY -85.0 37.7 353.0
South East | Edgar Evins TN -85.7 36.0 302.0
us Great Smoky NP - Look TN -83.9 35.6 793.0
Rock
Speedwell TN -83.8 36.5 361.0
Coweeta NC -83.4 35.1 686.0
Cranberry NC -82.0 36.1 1219.0
Beaufort NC -76.6 34.9 2.0
Candor NC -79.8 35.3 198.0
Sand Mountain AL -86.0 34.3 352.0
Coffeeville MS -89.8 34.0 134.0
Georgia Station GA -84.4 33.2 270.0
[lImitz AT 16.8 47.8 117.0
Heidenreichstein AT 15.0 48.9 570.0
Dunkelsteinerwald AT 15.5 48.4 320.0
Ganserndorf AT 16.7 48.3 161.0
Stixneusied| AT 16.7 48.1 240.0
Offagne BE 5.2 49.9 430.0
Eupen BE 6.0 50.6 295.0
Vezin BE 5.0 50.5 160.0
Central Payerne CH 6.9 46.8 510.0
Europe Tanikon CH 8.9 47.5 540.0
Sion CH 7.3 46.2 480.0
Langenbriigge DE 10.8 52.8 74.0
Deuselbach DE 7.1 49.8 480.0
Neuglobsow DE 13.0 53.2 62.0
Bassum DE 8.7 52.8 52.0
Ansbach DE 10.6 49.2 481.0
Ueckermiinde DE 14.1 53.8 1.0
Lickendorf DE 14.8 50.8 490.0




Kollumerwaard NL 6.3 53.3 1.0
Vredepeel NL 5.9 51.5 28.0
Ulborg DK 8.4 56.3 10.0
Frederiksborg DK 12.3 56.0 10.0
Lille Valby DK 12.1 55.7 10.0
uto Fl 21.4 59.8 7.0
Virolahti Il Fl 27.7 60.5 4.0
Oulanka Fl 29.4 66.3 310.0
Birkenes NO 8.2 58.4 190.0
Tustervatn NO 13.9 65.8 439.0
Jergul NO 24.6 69.4 255.0
Karvatn NO 8.9 62.8 210.0
Northern Osen NO 11.8 61.2 440.0
Europe Prestebakke NO 115 59.0 160.0
Nordmoen NO 111 60.3 200.0
Jelgya NO 10.6 59.4 5.0
Voss NO 6.5 60.6 500.0
Valle NO 7.6 59.0 250.0
Rorvik SE 11.9 57.4 10.0
Vavihill SE 13.1 56.0 175.0
Aspvreten SE 17.4 58.8 20.0
Esrange SE 21.1 67.9 475.0
Norra-Kvill SE 15.6 57.8 261.0
Vindeln SE 19.8 64.2 225.0
Eskdalemuir GB -176.8 55.3 243.0
Lough Navar GB -172.1 54.4 126.0
Yarner Wood GB -176.3 50.6 119.0
High Muffles GB -179.2 54.3 267.0
Strath Vaich Dam GB -175.2 57.7 270.0
Aston Hill GB -177.0 52.5 370.0
Western Bottesford GB -179.2 52.9 32.0
Europe Bush GB -176.8 55.9 180.0
Glazebury GB -177.5 53.5 21.0
Harwell GB -178.7 51.6 137.0
Ladybower Res. GB -178.2 53.4 420.0
Lullington Heath GB 0.2 50.8 120.0
Sibton GB 15 52.3 46.0
Wharleycroft GB -177.5 54.6 206.0
Eastern Svratouch Cz 16.0 49.7 737.0
Europe Kosetice Cz 15.1 49.6 534.0




Preila LT 21.1 55.3 5.0
Kovk Sl 15.1 46.1 600.0
Mediterranean
Roquetas ES 0.5 40.8 44.0
Logrofio ES -177.5 42.5 445.0
Noya ES -171.1 42.7 683.0
Ispra IT 8.6 45.8 209.0
Monte Velho PT -171.2 38.1 43.0
St. Koloman AT 13.2 47.7 851.0
Sulzberg AT 9.9 47.5 1020.0
Stolzalpe bei Murau AT 14.2 47.1 1302.0
Sonnblick AT 13.0 47.1 3106.0
Zillertaler Alpen AT 11.9 47.1 1970.0
Gerlitzen AT 13.9 46.7 1895.0
. Haunsberg AT 13.0 48.0 730.0
MOI‘EJS:g'”eO”S Schauinsland DE 7.9 47.9 | 1205.0
P Brotjacklriegel DE 13.2 48.8 1016.0
Schmiicke DE 10.8 50.7 937.0
San Pablo de los Montes ES -175.7 39.5 917.0
Great Dun Fell GB -177.6 54.7 847.0
Zarodnje Sl 15.0 46.4 770.0
Krvavec Si 14.5 46.3 1740.0
Stara Lesna SK 20.3 49.2 808.0
Mt. Abu Rajasthan 72.7 24.6 1680.0
Anantapur Andhra 77.6 14.6 3310
India Pradesh
Gadanki Tamil 79.2 13.5 340.0

Nadu




Figure S1. AM3 simulated annual mean surface ozone coatienty for a) preindustrial and b)
present-day. Global average surface ozone concensaiershown at the upper right corner of
each plot.
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Figure S2 AM3 simulated change in annual mean lightn\@Q, emissions and flash frequency
in response to short-lived pollutant changes from preindustrpresent day (20001860).
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Figure S3AM3 simulated change in annual mean a) air temperat@eraheight (K), b)
precipitation (mm day), c) total cloud cover (%) and d) liquid water path in respao short-
lived pollutant changes from preindustrial to present day (2Q860). Areas where change is
insignificant (p=95% student’s t-test) are not colored. Global mean changes are indieatep-
right corner of each plot.
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